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# **Data Sources**

There was one data set used in creating a database for this project. The data set was obtained from Maven Analytics and had 38 columns and 7043 rows. It contains information about the Churn Data for a Telecommunications company that provides phone and internet services to 7043 customers in California and includes details about customer demographics, location, services and current status.

# **PostgreSQL Data-Base**

We made a connection with PostgreSQL to act as our database. We selected to use PostgreSQL as it is a relational database. It provides an instinctive way to represent data which allows easy modification of the relationship between tables (DIMS and FACTS). The data used was structured data as it provides for faster indexing, easy updating and deleting records, complies with a data model and has a standardized format.

We created a database and made the connection on the jupyter notebook. After the connection, we imported the CSV onto the jupyter notebook and read it in pandas using “pd.read\_csv”. We then pushed the raw data to the sql database. This created a table with the required columns and data types. We then read into the data from the SQL in jupyter notebook and worked on the data that we had from the notebook.

# **ETL Process**

The “Extract, Transform and Load” process started by importing all the necessary libraries that would be used in the project. We used “Pandas”, “sqlalchemy”, “sklearn” and “matplotlib”.

After importing, the transformation process began.

We began by dropping any duplicates that existed in the data frame using “drop\_duplicates()”. We then dropped the null values in the data frame. This was in columns that were all null and not part of them using .dropna(how=”all”).

We then examined the existing columns to determine the ones that will be dropped. We dropped all the columns that we did not find necessary for the clustering process.

We then transformed the data to convert all the categorical values in the dataframe to numeric values. This was done to enable the data to be subjected to unsupervised machine learning models. After this, the data frame was ready for the EDA process to get to understand more about the data before modelling.

# **Exploratory Data Analysis (EDA)**

EDA was performed on the data to examine existing trends in the data. This was done in a different jupyter notebook.

The process began by importing the dependencies that were required for the process. These included pandas, sqalchemy, matplotlib and seaborn. We then imported the data from the database where it had been stored.

We began by examining the summary statistics in the data. From this, we were able to get the mean, standard deviation, minimum and maximum values from the different columns that are present in the data.

We plotted the age distribution of the various customers ages. This showed their various ages and how distributed they are.

The distribution of customer tenure was also plotted. This was to understand how long customers tend to stay while using the services offered.

R=The distribution of the various sexes was also plotted. From this, it was evident that there were more males than females in the data set. The people’s marital statuses were also plotted and this showed that there were more unmarried people than there were married ones.

We plotted graphs to show the most popular offers that were there and how customer uptake was. It was evident that most customers did not pick any offers. Among the offers, Offers B and E were the most popular among the customers.

We examined the types of contracts that were common among the people. Month-to-month contracts were more popular among the customers as compared with the rest. The one-year contracts were the least popular.

# **Customer Segmentation**

## **Using K-Means**

K-means was selected to find the similarity between the various items and group them into clusters. It was selected because of its simplicity to use.

Steps:

* The data was standardized using a standard scaler. This was done in order to bring all the features to a common scale without distorting the differences in the range of the values.
* We then used the Principal Component Analysis (PCA) for dimension reduction. We chose to retain 90% of the columns initially.
* We then applied the t-SNE model to further reduce the dimensions of the data. This reduced the features to just 2 features.
* We then plotted the data to see if any clusters existed visually.
* We applied K-means to the data to determine the appropriate number of clusters for the data.
* The elbow curve was plotted and 5 was found to be the representative number of clusters for the dataset.
* We then fit the models and got the predictions for the different rows of data into the various clusters.
* The clusters were appended as a column in the original dataset.
* The clusters were then visualized with the various categories used as the colour.

# **Tableau**